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Abstract

Research

,

The advantages of Goodman's Gamma, a measure of association, are discussed
in reference to the Pearson coefficient of copetingency. Both theor -ical
and practical advaniagesand,disadvantages are disqussed.. An empiri,..al com--

parison c the two measures, shows that gamma detects significant relation-
ships which chi square doesnot, and that gamma is applicable to cases where

. cpi square is,pot.
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DON'T USE A CONTINGENCY COEFFICIENT,. USE GAMA

In spite of the many Warnings and difficulties (e.g., Lewis and Burke, 1949)
involved in using chi square and, its related measure of association, the
Iearson *contingeQcy coefficient, these statistics alka. still "used to--test

hypotheges about order. In ,several widely used statistics textbooks, the
:examples used to illustrate a contingeftcy coefficient were two ordinal
ables rather than two nominal variables. We think this practice mis-

leading. PerlOps usage of, the contingency coefficient stems from Walker and
,I,ev's (1953: p. 287) outdated statement that: "Thi$ is not, a very satisfac-

tory measure of relationship, bUt undei the circumstances no better measure
is available." However, the situation has changed Since they wrote, and it
is the thesis of this paper that researchers should no longer use the chi
square and contingency, coefficient for tests on ordinal variables.

i
Goodman and Kruskal's (1954) gamma coefficient validly avoids the difficul-
ties that come with using the chi square and contingency, coefficient on
ordinal data. The gamma is a Measure of association for determining the'
relationship between two ordinally scaled variables. Sophisticated computer
programs, such as the Statistical Package for the Social Sciences (SPSS) can
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compute this measure for contingency tables (Nie,,,B 'It, & Hull, 19707.

Nevertheless, users of the SPSS or other packages may be uneasy about using
the gamma coefficient to;measure ordinal relationshipS)because they lack a
convenient significance test. Although Goodman'and Kruskal (1963) have '
worked out the sampling theory, the computatiOn is complex. and has not been
incorporated into standard computer program packages such as the SPSS. How-

ever, we have developed a computer program to compute gamma, its standard
error, its 95% confidence interval, and therefore, its significance or non-
Significance. We will be happy lo send a documented 11 page user's manual,
complete with FORTRAN' listing,, to persons who write us.

,

Now that the practical difficulty has been, solved, are 'there any theoretical
reasons to prefer the gamma coefficient over the contingency coefficient?'
The advantages seem to lie with the gaMma, because it has a simple and clear
interpretation as a measure of monotonic association between two ordered

J variables. Gamma simply reflects the percentage of sample pairs which are
similarly ordered on two variables. More'precisely, if two peisons are se-

lected at random they are either tied on one of the two variables (x and y),
or one person has a higher score on both variables, or One person is higher

on x, with the other being higher on y. ,Discounting tied cases, the gamma

coefficient measures the difference between the percentage of similarly or-

dered pairs. Or, it tells us the proportionate excess of concordant over
discordant pairs among all pairs which are fully discriminated or fully

lb; ranked. Furthermore, gamma has directionality varying from -1 to +1, and

you don't have to square a gamma eó interpret it..

In contrast, the contingency coefficient does not have a simple interpreta

tion. Its square does not measure explained variance, b6cause in comparin
two ordinally scaled variables the concept* of variance is not meaningful..
It has no sign; its upper limit varies with the number of rows and column

in the contingency tables; and is not directly compArable to r, rho, 11.

or any othkr cbrelation coefficient. In fact, it is possible for one t
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4 find a large chi square and contingency coefficient in situtations where the
product-nor -ent correlation is zero because of non-monotonic, non-linear re-
lationships. Tills is not what most researchers usually want when they look
for acm.asure of association. .0f course, if that is gnat you want, by all
means, use a contingency coefficient. Because of this insensitivity to or-
dering, th'e contingency coefficient used as an inferential tool is less
powerful against populLtion hypotheses of monotonic correlation than would
be a test designed with such hypotheses specifically in. mind. Therefore,
when some monotonic correlation exists in.the population, the traditional
contingency coefficient test is less likely to reject the null hypothesis
than, fdr example, a test for the significance of gamaia, which is.designed
specifically for such alternative hypotheses.

We -have recently compared the valUe of gamma and the coAteingency coeffi-
cient as.methods'of describing the ,associat)ion between measures of leader-
skip at the U.S. MirAary Academy and four criteria of post-Academy officer
performance (Butler, 1973). The study wad based on the Classes of 1961
thrbugh 1965. In all, 112 contingency tables, either 3x5 or 2x5, were de- -
veloped. For 34 of these tables, it was impossible to compute a chi square

# and the contingency coefficients because the expected frequencies were too
sma1I. In 18 others, it was necessary to combine columns and rows. In con.- /

trast to'this, the. cell N's were tog small to evaluate the significance of
gamma in onl' 6 of the tables. This is so because of the sampling theory
developed by Goodman and.Kruskal 11963), which allows a researcher to eval-
uate the significance of a gamma for a wide range of sample sizes. Goodman
and Kruskal developed 'large sample theory for the gamma coefficient, and its
standard errors and significance tests are based upon the findings that
gamma has an approximately normal sampling distribution for a sufficiently
large sample sizer From sampling experiments reported by them and,by
RoseAthal (1966), it is apparent that large sample statistics can be safely
applied when there are an average of four cases for every cell in the table.
For example, in a 3x4 contingency table, a sample size of 50 is adequate.
Goodman and Kruskal (1963) also give a "conservative" standard error which
can be Used when the sample/size is smaller than an average of four cases
per cell. When the average frequency per cell is between two and four, the
"conservative" standard error apparently produces acceptable results. Our

Computer program computes t'he appropriate standard error, depending on *sem-
ple size. In our study, when both statistics were Computable, nearly 70% of
the comparisons showed that gamma was larger thah the contingency coeffi-
cient, often by a.fairly sizable amount. There were seven cases where the
gamma coefficient was significant at the 5% level, whereas .the contingency
coefficient was not significant. As discussed earlier, the probable reason
fo; this is that gamma is more sensitive to order. Furthermore, the gamma
allowed a clearer interpretation, indicating the size of the monotonic asso-
ciation between two ordered variables. However, a significant contingency
coefficient showed that there was a significant association among the vari-
ables, but not whether the relationship was monotonic, curvilinear, hyper-
bolical, etc. Further tests would have to be made to determine the type of
relationship when using the contingency coefficient.

Two other recent studies'have compared the sampling stability of the contin-
geocy coefficient with other measures. Whitney (1972) compared the chi

2
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square statistic and a rank order coefficient developed by Kendail. He

showed that the rank order test is more powerful, provided that the under-
lying relationship between the two variables is linear or monotonic.
Sarndal (1974) evaluated fifteen measures of association and concluded that
the coefficie;it of contingency was among the most biased (pp. 185-186). In

conjunction with data from the present research, one can conclude that the
contingency coefficient is never the coefficient of choice.

. .
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DEPARTMENT OF THE ARMY
UNITED STATES MILITARY ACADEMY

WEST POINT. NEW YORK 10996

MEAORANDUM FOR: RESEARCHERS AND PROGRAMMERS
OFFICE ,t)F THE DIRECTOR OF INSTTTUTIONAL RESEARCH

SUBJECT: 'Program GAMMA

1. Purpose: To compute GAMMA, a measure of association.

2. Background:

a. Goodman and Kruskal (1963) proposed GAMMA, measure of association,
which reflects the degree of order in a contingency table. Unlike the
product moment correlation coefficient, which is based on the principle
of least squares the GAMMA coefficient optimizes the prediction pf orde
The logic of the GAMMA coefficient is as follows: if two persons are
selected at random, they are either tied on one of the two variables (x and
y), or one person has a higher score on both variables, Or one person is
higher on x with the other higher on y. Discounting tied cases; the two
variables are positively associated if there is a high probability for
variables xand y to rank order two persons in similar ways. The two
variableS have'a negative relation if variable x; tends to rank-order
persons opposite to the way variable y rank-orders them. The GAMMA.
coefficient is based on a direct count of the number of similarly rank-
ordered pairs (S) minus the number Of dissimilarly rank-ordered pairs (D).

GAMMA S +JD
S -D

b. The GAMMA coefficient has a rationale wliich is similar to the
rationale for the,tau coefficient, prbposed by Kendall (1970). The tau.
coefficient is influenced by tied scores, whereas GAMMA is not. GAMMA
is a particularly valuable measure to use, therefore, when there are
many tied cores, such as one finds, in contingency tables.

c. Goodman and Kruskal (1963) developed large sample theory for the
GAMMA coefficient. Standard errors and significance tests are based upon
the fact that GAMMA has an approximately normal sampling 4istribution for
a sufficiently large sample size. From sampling experiments reported by
them and by Rosenthal (1966), it is apparent that large sample statistics
can be safely applied when there are an average of 4 cases for every
'cell in the table. For example, in a 3x4 contingency talk e, a sample
size of 50 is'adequate. For a 5x5 table, N should be at 'least 100.

5
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MAOR Memorandum For:
SUBJECT: Program GAMMA

d. Goodman and Kuskal (463) also give a "conservative" standard
error which can be used when the sample size is small. When the average
freqUency per cell is between 2 and 4, the "conservative" standard error
apparently produces acceptable results.

3. Description of the Program: "

Inputs: The program reads contingency

Outputs: and ,(1) prints each with a label
(2) computes GAMMA
(3) if the sample size is large enough computes

the standard' error and
(4) a 95% confidenceinterval for the population GAMMA.

The 95% confidence interval simultaneously tests a number of hypotheses
aboutGAMMA. If the confidence interval does not include 0.00, then you
can reject. the usual null hypothesis that GAMMA 0.00. In other words,
when the confidence interval includes only positive non-zero values, you
have a "significant" positive asebciation. At the same time, if the
confidence interval goes from .7 to .2, you may reject the hypotheses
that 'the two variables correlate more than .7.

tables (uo to' 20x20).

4. How to Use the Program: First, sort all the tables on the same size
(same number of rows and columns) into one contiguous group..

Table Size Card:

Col 1-3 NR - Punch the number of rows in
right justify.*

Col 4-6 NC - Punch the number of columns
right justify.*

Col 7-9 NT - If
of
If

the contingency table

in the contingency

there are a series 6f tables with the same number
rows and columns, punch the number of such tables.
you only have one RxC table, leave Col 7-9 blank.

Contingency Tables: Each table will require 2 or more cards. ,Each
card has the same basic format.

*Right Justify: If you have a 3 digit number, leave two blank spaces,
then punch the 3 digit into he right-most part of the 5 digit field.
In general, if you have a sh t number to go into a large space, move
the number over to the right ide of the field, leavingthe left side
of the field blank.

1



The table should be arranged so that (re,3C.ing left to right) each
successive column represents successively higher values of variable x, and
each successive row (moving down from the top row of the table) represents
successively higher values of variable y. Thus, the first card you
punch begins with the lowest ranked cell in the entire table; the last
card you punch ends with the highest ranked cell-/ In the data deck, place
the cards in the order pinched, with top row (lowest y-values) firSt. For
example, in the2Pfollowing table:

. Low

Low 10

Y Med ' 5

Hi 0

1

X

Med Hi

5 0 1st Card

11 4 2nd Card

3 12 3rd Card

There are 10 sco es with low scores on both X and Y; 12 scores with high
scores on both and Y; and so on. Start each new card with a label, and
punch the call frequencies within one row of the contingency table,
allowing five digits for each call frequency. Start each new row with
a new card.

Col 1-5

COL 6-10

COL 11-15

COL 16-80

ds,

FORMAT FOR EACH ROW OF EACH TABLE

Punch a 5 character label into each cad. This label
identifies the table for you in the output.

.Punch RoW i, Col 1 frequency, right justify

Punch Row i, Col 2 frequency, right justify

Punch Row 1, Col 15, frequency, right justify

7 9 j
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Symbolic Deck Order:

r.

I

Control Card 1

Table 1

Table 2

Last 2x2 table

Control Card 2

]

J,

Example:
2 2x2 fable, with
2 cards per table.

Table 1 of the 3x5 tables.

2nd 3x5 table

etc. , more 3x5. table

8 10
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EXAMPLE OF JOB SET-UP

(A) Control Cards Which Preceed Program

0001 $ SNUMB XZ971,40

0002 $ IDENT ,MAOR/DL

0003 $ LIMITS 02,25K1000

0004 OPTION . FORTRAN,MAP

0005 $ FOiTY

0006$ INCODE USMA

4

GAMMA Program

911



.-08-73 15,417 GOODmANKROSKALS GAMMA

C GOODMAN-KOsKALs GAwit
C : CODED By PRIEST -MAOR OCTOBER 1973

C THIS PROGRAM PRODUCES A MEASURE OF ORDER ASSOCIATIONCALLED GAMMA

C___THE GAMMA COEFFICIENT WAS PROPOSED BY GOODMAN. AND KRUSKAI.. / :. _
C IT MEASURES THE CONDITIONAL PROBABILITY THAT TWO RANDOMLY CHOSENfERSO NS

C wILL RANK IN THE SAME WAY ON VARIABLES X AND y, MINUS THE PROBABILITY,

'C THAT THEY WILL RANK IN OPPOSITE wAys*ON vARIABL 'x AND VARIABL 1/

C GIVEN THAT, THEY ARE NOT TIED ON EITHER VARIABLE, '

C THE PROGRAM COMPOTES THE GAMMA COEFFICIENT

C ITS STANDARD ERROR , _ _ _ _,-:

C AND.A :0 PERCENT CONFIDENCE INIERvALAL FOR THE

Z POPULATION GAmMmA

C ,
IF THE SAMPLE IS LARGE ENOUGH THE BEST ASYMPTOTIC
STANDARDAR ERROR WILL BE 0 COMPUTED

CCP^
IF THE SAMPLE SIZE IS SMALL? THEN

THE_ PROGRAM COMPUTES AnCoNSERvATIvEn STANDARD ERROR; .

.
IT IS THE UPPER BOUND FOR THE MORE PRECISE STANDARD 'ERRo

FORMULA, .

C LF THE SAMPLE SIZE I,S TOO SMALL, THE PROGRAM PRINTS_A_MESSA.GETO_THATLEFF

C--- -cr
C HOW TO USE THIS PROGRAM
C---FIR5T OF ALL THERE IS ONE CONTROL CARD FOR EACH TABLE

C OR SERIES OF TABLES, THE CONTROL CARD TELLS THE PROGRAM THE NUMBER OF

C ROWS. THE NUMBER OF COLLUmNs IN THE NEXT TABLE OR.SERIES a TABLES

C THE FIRST CONTROL CARD ALSO TELLS THE PROGRAMTHE NUMBER OF TABLES HA'VE TH,

C._____SAME DIMENSION, THESS THREE PIECES OF INFORmATIoN(PARAmETERSi ARE., CALL

C NR, NC, NT BY THE PROGRAM, PUNCH THEM INTO A SINGLE=.CARD

C AND ALLOW_31DIGITs FOR EACH NUMBER, RIGHT- ,,JUSTIFY- EACH.NUMBER,IPUN:CHED.,

C

i

C___ SECOND
C ALWAYS PUNCH A FIVE DIGIT IDENTIFICATION NUMBER AT THE BEGINNING OF1 EACH

C____CARD8 THIS FIVE DIGIT IDgNTIFICATION NUMBER WILL BE USED TO HELP YOLU

C IDENTIFy THE PARTICULAR TABLE WHICH PRODUCED THE GAMMA .

C THEN CONTINUE PUNCHING EACH CARD wITHTHE CELL' FREQUENCIES IW ONELROW_:0F__,

C THE TABLE, ALLOW FIVE DIGITS, FOR 0CH CELL FREQUENCY, AND RIGHT JUS;YIFY(
C___EACH NUMBER IF THERE ARld FEWER DIGITS IN, THE CELL FREQUENCY,,

C START EACH NEW ROW QF THE TABLE WITH A NUEWCARD OR SET OF CARDS. .;

C___EACH TABLE SHOULD BE PUNCHED_AS_ASERIESOF 5DIGIT.NUMBERS -

C

C

DIMENSION X(20420)

1_LH
_DIMENSION S(20i20);Dt20120i,IREGL414),Y0)

12 CONTINUE ca 1-

READ(11,f00,END=99) NROcINT*
IF(NT,E0,0)NT.71
Do_.401 NtABLS=1,NT 4

C .

NR ; NO OF ROWS; PC g .NO COLUMNS ____,

C
___ DO 400 Iv1 NIR _

READ(11,101,ENP.199)App<X(IlJ),Jai,NC
__i01 LFORO_TIA5010P5f )

PROGRAM LIST U)

`' I , .
I

.11

I "..
.
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t8-:'73 . 15417 C-rooDmANt--xRusKAL..2- GAMMA . ,

-,. . ,

.. ...ao.0D4A.-0.ksKA'Ls -GtofmA.
. ..COOEpICY PNEST-mAoR aoTOBER 1973

. .

.:
,

'THIS' R9GRAm PRoDliCES A NEASURE'OF oRDFR'ASSOCIAT:ONCALLED GAMMA

......T.HE GAmuA-COEFFJcI4NriwAs
pRoPoSED.BY GOOLIMAN 'AND 'KRUSKAL

,.I.T;'HEASJRES.THE ,CONDITIONAL PROBABIL1Ty''THAT Tw0 RANDOMLY CHilSENRERs0 NS

#
vit'Ll. RANK I,N THE SAKE wAy ON VARIABLES X AND y, MINUS THE pROWILITY '

.f

.

'THAT 'IlEy'r,411,.t'RRNK IN OppOSIT.8 WAYS ON vA-RI-ARL x' AND VARIABL Y.

-GINEN THAT THEY. ARE .N01 IIEDsoN EITHER VARlit.BCE,. , :

.

.

,THE COmP6T4S -THE .GAMMA COEFFICIENT 4.

AND
STANDARD tRRoR .

'" . k-ND A :9?'PERCENT CONFIDENCE INTERvALAL FOR THE . m

-,/ ....

ROPUI,ATION'G4
I,-

mmA,
.

. ,, IF,.tHE SAMPLE I5fLA KE ENOUGH THE BEST ASympTofIC .,:

v-1,______-_:__.c.StAND4RDAR ERROR WILL Wo C,QmpuTED t . .. ,. ......

C_ : !Z. fHE SAMPLE' SIZE 'IS SMALL.T.THEN .
.

THE PROGRAM COMPUTES Au CoNSERvATIvE STANDARD ERROR, .....,.

,

,' -Nr"*., ' IT.IS THE UPPER BOUND .FOR THE,HORE PRECISE STANDARD'
. *.

/

._. FORMULA . -

. If THE SAHZLE-SIZE is Too SHALL,- THE RRoGRAM PRINTS_A_RESsAGETO_THATEFFE

HOW TO USE ,TH,is PROGRAM.
.

FIRST OF-ALL; THERE IS ONE ;CONTROL CARD tFOR EACH TABLE ,

,. oR SERIES OF TABLES THE CONTROL. CARD TELLS THE PROGRAM THE NUMBER 'OF

ROWS, THE NOHBER,141,,CALLUmNS IN THE NEXT TABLE OR SERIES OF,TABLES .

4'..-.1-4j:E. FFRsT coNTRoCtARD ALSO TELLS, THE PRoGRg,mTHE NUMBER OF-TA,QLEs HA'V TH

SAME DIMENSION, THESE'S THREE pIECES*OF INFoRH&TION(PARAHETERSi APE CALL

NFos,' !C! NT BY THE PROGRAM,, PUNCH THEM INTO A SINGLEoARD . , .

. AND AL Ow_3 DIGITS f.OR EACH NUMBER,: R,ISHT ',JUSTIFYJUSTIFY EACH.NUmBER PUN.:7CHED.,

,. 7' ,
,

SECOND . . 1 k . ..1 .

,.1'''... ALWAYS .PUNCH A FIVE DI.GIT IDENTIFICATION NUMBER 74 BEGINNING OF1 EACH

___.CARD: THIS FIVE DIGIT 1DENJIFICATION NuWBER w(i.l. BE USED TO, HELP YO!U ____

I DENT I F Y' THc ,PART'Y CULAR TABLE WHICH PRODUCED tHE ANHA
I

THEN cONY4NUE P,uNCKING,EACH CARD WITHTHE CELL FRE ENCIES IN '0NE'ROW OF

THE TA LE, ALLOW F<E4,DIGITS FOR 'EACH CELL.FREOUENCY; AND, RIGHT .JUS TIFY

_..:,5A,CH nM6E,R If THERE A-g FEWER DIGITS IN THE CELL FREOUENciill
l: -ART, tACS Nel ROw.PF THE TABLE WITH A NuEWcARO OR SET 'OF CARDS.

'EAQi. TAYLk SHOULD BE pUNcHED_As h_splEs OF 5..DIGIT....NUmBERS

.-I
, , .

1- ,.

,/

.... .2 ;

,..1........1.-.. - k -
4 777.---

. DulEhr 4 x(204i())7-------- .,

Mm.ENsJOV4(200Sp),Ota ir REG(44),y0)
lfcONTTqUE, j .

",-.._READX11j100ENT799), UR'OciNT

-:4T(NTW).6)NT=1 .

1/00,01:tN1'AELS4INT
.

_ Ffx_ N g, NO.oF ROWS, :NC g" No COLUMNS
. . .

_ DO 460-Izi;NR
* REAO(11 1.011END:?§)&tiiX(ItJ),-Jal;NC

401....1,ORIAT_L$5.10P\5i 0

'7-71
, A

4. 1

PROGRAM LIST' (1)

13.

10

I . 747
JI.il

.



11-08v73 15,417 6001.MAN-KRuSKALs' GAM;;

PRINT 107,A1)..;(Mi,J)pj=1,NC4
107 FORMAT(1W;A6,10F811)
400 CONTINUE

DO 13 I=i,NR
_ .60 33 J=1,NC c.

, 13 JX=TX*X(I,J)
RC=NR*NC

IREG IS k DEVICE FOR OONTROLLINO%0PERATJONS ABOUT A. PIVOT IN A, mATRI)

IRG(1,1i = 1

qREGt1,3j = 1
IREGt2Y1
IREGC3?37-=-,1
IREG(2,47
IREO(3r2i NR
IREGt4r21 = NR
1REGe4,0 = Nc

--.-104)-g'oRmAT(313)
C.

c' ST'ART

fir

C,
DO 1 Il..d..pNR

IREG(1,2 ,/71
IREG(2,',2y = I.
IREG.(3,A1 = lel

IREO14,11 = 'le).

DO 4 J=1ONC
!REGt1r4)

,IREOC2f3
= jlIRgG(3p4) =

; IREG(4,3)
DO. 4 K21#4

Y(K) -0,
IA .= IREG(K,1)
IB = IREG(Kg2)
JA IREGEK3)
JEI IREG$((14)

IF(IA,OT;IB) G-0_71.0_4
IFCJA,OT.JB) GO TO 4'

DO 5 I1 i:101B
:DO 5 JligJA,Ja

5i.Y(K)=Y(0
4 CONTINUE

S(If.))=Y(1)+2(4)'
pli,J)=Y12)4tY(i5)

2' CONTINUE
1. CONTINUE ,

ps=0
PD=0
PSS;0,

s

4
3. .
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...,.....

1-36:-73 15,417 6-000MANwOuSKA.LS GAMMA'

poD=0,

PSD=0.
Do 32 1.1, NR
D3 32 J:liNC

emiaarlle

PS IS VE NUMnER OF PAIRS OF PERSON S WHO ARE gANKEDSIMILAILFONBC
,

_PD ;S THE NOMPER OF,DISSIMILARJ'A.IRS ON BOTH AND Y VAPIATFS,.
PS=Ps+X(I,J)4S(I,J),
po=pD+X(I,J.)*D(F;J)

s,(I;J)*Y(I,J)ItS(,J)
PDO=PDD+ DCIII.Q*y(laJ)*D(Is.J)
p5D:PsO+S(I.IJ)4'XiIiJ)0D(rf.D)

32 CONTINUE _

GAImA;(ps-po) /(po 'PS)
_c_,___LAR3E'SAmPLE ASYMpZOTIC STANDARD ERROR

ZEEDapS *.pDD0pS L2/OtPS4PDiPSD" sPD4Ps3PPD
ZEETpsoRT(ZEED)
.ZEE.:(pD+Rs),2/./(4,0*ZEET)

r( (TY/RCiOGE:4i0) Go 70 34 _

PRINT 35
35 FORMAT( 6 SAMPLE SIZE PER CELL ;S NOT LARGE EIAUGH FOR 11-.-

>( n MOST POwERFOL ASYMPTOTIC
)

IF( (TyjRc);Lit2.0) Go 70'37
A MORE CONSERVATIVE STADARD- ERROR FOR SMALLER SAMPLES

.

ZEEDx(Ps+pD)/(2,0*Tx*(110-GAmHA**2_0_,__L_________:__
ZEE= -SORt(ZEED)

_34 CONTINUE
ERR:1.0/7EE
PRINT 105,OAmmA,ERR

105 FORMAT( 11 SAMPLE GAMMA a 0,F8140 STANDARD ERROR 0,FBIA)
UL - r.GAMMA+1.06*ERR

:GAMMA-1,96*OR
PRINT 106,ULWL

.106.FORMAT( PROBABO(IY5) POPULATION GAMMA IS BETWEEN
_(r814, '1 AND ufF8,4)
GO TO 401

37"PRINT 3i4
38 FORMAT( THE SAMPLE SIZE PER CELL IS: T00 SMALL'()

PRINT 402,GAMMA
.402FORMAT(114 i6GAMMA IS o; P11 0 5)
401.._coNTMUP

,

CO TO. "
__99 -_-STOP

- END'

NO DIAGNOSTICS IN .480V, COmPiLiirION
S_WERE:..USEO_F_OR_THIS_COmPILATION

L

(3) .
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f

/ PHYSICAL PICTURE OF CONTROL CARDS
AND DATA CARDS FOR

. SAMPLE PROBLEMS

t.

Eefr:3-1;
lij1 .1 4 I 1_1 114 7, 1. 1 I.\L j 3 1111 1 .,1 17 13 4 is 16,i/ li ll 7) 'I :::31.757, if 1. 71:. 1i 3711 11.11 14.13

3EC,F11( A 5
Ill - -' 0

I I li

j it ji i f t.,;17:iiiitiTilicti7iii:71,11rnii;,14-Trii4,77-V5),471-511!...nr:411.1r17134,41ii

SEC13 , pi 5 0,, 0
...,

1 1 1 I--- I I ,I I -- I - I --1 ----i
..-..t l'-3 117 2 3 }II 17 1114 I) II,.) 41 ,'2512. 77 73773-2-3,27 21.01:3, :2 31,34 :75...f_y/ -. 4,..1 17 0 11 I

4.
.4

.131:2,
2 1.14 5 S/Istoiv

Olio o Oa o Di,* L2L
0 8 I . 0

,
11

1 1 1 i 1 1731:11
0 5 13, 1,J'')

I ..,,..1...) Lt 5 , 6 1_1 .; si u 13 14 15 ii,13 11 1112.71 u 77:" :c ar:17-1,i),:ruiki

2 3 r2 3 If 7_11_1 144.11 44 15 all/ if 13122:572731 24 1-13t 3_. 13131 35-13/31 la

''t 4 2,
1

,,;;F-2-421---, ,fil7,177firii-17)Arri-i)inkii-n/Frlili :Ijrui,,cisxl,Jr,451C:1471ra.:.:*

ri.13 ; I) CI ____OI . 1.1_4<---r
,4. , II, , 00157511751111? 11 15,72,74 22 73,74 73 ;V 71 22 31,...mtely. 23,1, 3/ 3..Th:

3 6 /
I

1.0; 37 um i5.117 III) 7. 71 n L.r..71 21 3 )

Third
Problem

TABLE SIZE
CARDS

USMA

ONTROL
CARDS

,-.., ,;, . , l''
I 7 )14 3 11:MI0m 17 13114 is 3311/ 11-131741.1 Jr 7137473 71177 24 73134,31 u :ill. :a )4,3/ 34 Z,44,4i 43 0,14 43 4%47.171-11,7,51W5,4.1 .. '1.--1 II t I II I LL 1_1 I 1 I

...,

2 ,
,,INr DE, U1311122

- 1

5 IS Isji7-411 22 ti7113 Nip nnicIlii 17 331134 13 361,7:1 33 3,,1-4..1:477fi3:4-47111,47 at

1 f7X1:11 2 : 5 '''. 10 First
I 1.11----1--4 15 1 L1L Jif.7.3...

,i,, , ri-7-, 4 1 1,7 1 1,7ill 17 17 14 11 li 2 it is,t,,zi n tip, 7, 73 Z/ 3127,n 1 37 ./ 1 ..., Problem
Xri fl it 10 s.,

c
10

,

I _,I L.I_____L____!_k-4"
5 IT/1751,71Th1771111iTatilfari5 2111D-7:-,1,304,11-1-73,04 33 -,,,/ Tay-, .147171.1 45 46 47 44 41

!.

econd
PYoblem

1,

04 air
1 2 2 4 S $ :11' I I) 11 17 11 11 15 16 11 It If 7141 22 23 24 23 71 27 21 2) :a II n lut 2s.

1 "i' Dcfr4 1,1,,?yAKgm

7 3 PROM : ririik Is 167 it istnIzt !-LiiiiiTstfirC nkolu a; up. n zky :a u_cist 47 43,44 15 4.,J1Tr1-15t&a.5.4
1 1.--:.-1L--.. 1 ---1 _1 1

4'1'.
r

1

; _,I 2 3 4 .3 I 1 $ 3 II 11 12 13 11 II IS 1 till) 73 21 27 2) 24 35 22 77 71 11 34 )1 37 33 54 .5 36 )1 31 3i

.4iCtliri-Rq_ Y LL p i

7 3l I 1 r'Fi.o:riiiiiiiTTI "Frii PFriffitn2-512, 33 131_411 32 33113 157.433 33 /11,131 47 1).4. 0 c:141 65 4510,50157 53.513S:413,
Li I f 1 L___f ),..:

1

1.

Q1 7 1 4 $ 71 1 Irirl.r t 11 17 11 II 74 II 27 23 24 13 26 27 24 21 32 3) 24 73 21 31 14 33 37 41 42

3 5 6 7 6 1, 10 11 /73 14 15 16 7 16 19 20 21 X75 24 25 26 77 24 79 30 31 32

0 0 o'3 00 0 a 0 Oil 0 010V 0 0 01 0 OaC10 0 0 Oirg0 0 0 0 Or-07510 0 0 3 0 OTO Oil 0 a 00 0 0 01

11110 1tIIIIIII1111111111111111111111IIIIiirillit11111111.1 V,

22 2 2.2 2 22 2 2 2 2 2 2 2 2 2 2'2 2 2 22 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 22 2 2 2 2 2 2

23,331:3313313313335%! 3333_3333333333333s3233333333333

444 4444444444 444 4444444 44444444444444444444444444

5555555515 555355 555555555555555555.55555555555555

... 56616660V 6601066566 (ipsocuscdss
ONE i TWO THREE

7 7 7 77 1 7 7 rrnin /If-Min n7 ITT) 771

.888e388888803188588109888088888888

9 9 919 9 9 9 9 9 9 95 S 9 9 9 9 9 9 9 9 0 9 9 9,9 9 9 9 9 9 9 9
JALIIII4 11 II 11 11 II 11 11 I/ 11 11 31 71 II r1 24 7127 1....11 4.3.2.142 It

T

2 2 2 2

3 3 3 3

4

5

2 2 2

3 3 3

4 4 4 4 4 4

5 5 5 5 5 5

60.60660686160616660600066
FOUR SI)i
1-1-7 M-7 TIT) 7 ,7 7 1TIT7 7,

883888808E 13381'8U...8(3i; .881

99909059991090,99999931299
34 24 3117 34 37,41 41 42 43,44 43 44,1)41 11,50t51 31 3134 35 g

`1:14(

gttiR
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